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SUMMAPY 

In previous papers It has been shown how the functional 

equation technique of dynamic programming could be applied  to 

derive varlatlonal relations for Oreen's  functions.     In  this 

paper we apply the method to the varlatlonal problem yielding 

the equation 

(pu')'  ♦  (r(x)  4 Xq(x))u - v(x),     u(a)  - u(l)  -  0. 

The  introduction of the parameter    X    enables us to study  the 

resolvent operator,  and thus to derive varlatlonal relations 

for the characteristic  values and tne characteristic  functions 

of the associated Sturm-Llouvllle equation. 
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FUNCTIONAL  EQUATIONS   IN  THE THEORY 
OF   DYNAMIC   PROORAMMINO—X: 

RESOUrHNTS,   CHARACTERISTIC  FUNCTIONS  AND VALUES 

Richard  Bellman 
Sherman  LehrJin 

I,     Introduction 

In previous  papers,  wc  have  shown  how  the  functional 

equation  technique of  dynamic  programming can  be  applied  to 

derive varlatlonel  relatlonc  for kemeln and Green's  functions. 

In   [1],  the  Oreen's   function associated with  the  second  order 

equation 

(1) u"  > q(x)u  - 0,    u(a)   - u(l)   -  0, 

was discussed,  while   In   [k] ,   analogous  neti.ods  were  applied  to 

partial differential   operators  to  obtain  the Hadamard  varla- 

tlonal formula.     In   [p] ,  the Fredholm  Integral  equation was 

treated by similar means,  and  Jacobl  r;atrljec were  discussed 

in   [>]. 

In this  paper,   we wish  to  present   -one ' 

extensions  of  these   results.     Introducing  the  nnrameter     X, 

w«  consider the general equatlonr, 

(2) (pWu')'   ♦   (r(x)  -f   Xq(x))u  -  0,     u(a)   -  0,     u(l)   - 0, 

obtaining,  as  In  the  papers  cited al ove,   varlatlonal  equatlonr 

for the resolvent operator as  a  function of    a.     Utilizing  the 

■»romorphlc nature  of  the operator as  a   function of     X,     we   Are 

«ble In this way to derive varlatlonal  equations  for the 
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characterlstlc values and fuictlons. 

Corresponding results are obtained for the vectorwnatrix 

system 

(3)       (Pttjx')' + XQ(t)x - 0. 

In both cases, certain assumptions have to be made con- 

cerning the coefficient functions,  q(x)  and Q(t),  In order 

to be able to consider the differential equations as the Euler 

equations of associated varlatlonal problems.  Since, however, 

we know, from the results of Miller and Schiffer, Qo] , con- 

cerning Green's functions for general linear differential 

operators of order n,  (where quite different methods are 

employed) and from corresponding results for Fredholm operators 

and Jacobl matrices, that the relations obtained hold under far 

weaker assumptions, the Interesting problem arises of deriving 

the more general results by verlatlonal techniques.  In this 

paper, we present a method of analytic continuation which 

reduces the case of continuous q(x)  to that of positive 

continuous  q(x),  and the case of continuous Symmetrie Q(t) 

to positive definite Q(t). 

In a separate paper, \jf] , we have sketched extensions of 

this technique of analytic continuation which enable us to 

treat non—selfadjolnt differential operators and non—symr>etrlc 

matrices by means of varlatlonal methods. 

Finally, In a brief section at the end of the paper, we 

Indicate how similar methods may be applied to obtain corres- 

ponding results for Predholm kernels end the associated 
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characteristic  values  and  functions. 

2.     Varlational  Prollern 

Consider the  I oundary value  problem 

(1) (p(x)u,)'^q(x)u-v(x),     a  < x < 1, 

u(a)-0,     u(l)-»-au,(l)-0. 

We shall assume that p, q,  and v are continuous functions 

on the closed Interval  [a,l].  If the corresponding Sturm- 

Llouvllle problem with q  replaced \ y     Xq and v by  0 

does not have  1  as a characteristic value, then the unique 

solution of (l) can be represented in the forr 

(2)     u(x) -y71 K(x,y,a)v(y)dy 
a 

The  function    K(x,y,a)     Is    ailed   tie   Green's  function   for tt.e 

boundary va".ue  problem  (l).     We  wls;.   to  study  tv.e   ier-enden:'-" 

of    K    upo.i     a    by  means  of  the   functional   equation method of 

dynamic  programming. 

We  Imbed   (l)   In   the  ayster. 

(3) (p(x)u') '   +  q(x)u  -  v(y),     a   < x   .   1 , 

u(a) - c,  u(l) + au'd) - 0. 

A solution of this syeterr. can be expressed In the Cor-r, 

(4) u(x) - u0(x) + c0(y) 
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where    ^r)(
x)     l8 a solutJv^n of   (l) and hence equal  to the 

right  side  of  (2) while    ^(x)     Is a solution of  trie system 

(5) (pU)*')'   ♦ q(x)* -  0.    ^(a)   -  1,     *(1)  4 c^'(l)  - 0. 

We also consider a varlatlonal problem associated with the 

system (3), the problem of maximizing J(u,v) over all u for 

which u(a) ■ c where 

(6) J(u,v) -y71 (q(x)u2 - p(x)u'2 - 2ijv(x))dx 
a 

.EiilUd))*. 

This varlatlonal problem has the property that a u yielding 

the maximum Is a solution of the system (3).  To prove this, 

we replace u Yy    u •♦• 4^ in (• ), where T)(X)  is a function 

such that  T)(a) « 0.  We obtain 

r   T 

J(U 4 «rT^,v) - J(u,v) + 2^] Z7   (qUT^ - PU'T)' - VT^)dX 

_EiÜ „(1)^(1)1 

c^T ;1 /  2    ,2^   p(l)  /, x2 
a 

In order to have u yield the maximum, the «•  term must 

vanish for all functions T^ for which r|(a) ■ 0. Hence 

y71 (qu + (pu')' - v)n(x)dx - ^1  n(l)(u(l) 4 au'(l)) - 0. 
a w 



Consequently,  a    u    yielding  the maximum must  satisfy the 

boundary condition at    1    and must  satisfy the differential 

equation in  the Interior of the  internal     [a,l] •     Hence,  a 

solution of  the varlatlonal  problem provides a  solution of the 

boundary value problem  (3). 

In order to use the varlatlonal approach one must make an 

assuaption on    p    and    q    sufficient to guarantee  the existence 

of a maximum.     It  is sufficient,   for example,  to assume that 

p(x)    is positive on the  closed Interval     [a,l1     and that  the 

smallest characteristic  value  of  the Sturm—Llouvilie prob em 

(pu')'  ♦ ^qu - 0,    u(a)  - 0,    u(l)  + ou'd)  - 0 

is larger than     1.     If    q(x)     Is uniformly positive, 

q(x)  > d > 0,     over    0 < x < a,     this condition  holds  If    a    la 

sufficiently  small,  or If    d     Is  sufficiently  large.     This 

assumption guarantees  the existence of a unique  maximum of 

J(u,v).     In ^7,  we  shall  show  by analytic  continuation how the 

results we prove can be freed  of  this restrictive  hypothesis. 

At the moment we want    q(x)     to be  positive  so  that we can easily 

locate a region within which no characteristic  values occur. 

3.    Dynunic  Programming Approach 

We now let 

f(a,c )  - max        J(u,v) 
u(a)-c 

and derive a partial differential  equation for    f    by means of 

A technique of dynamic programming.    We regard    u    as describing 



a policy.    The variable    c    describes the state of the syetem 

at    a.    The result of  following the policy    u    for a time 

Interval     [a,a -f ^)     ic  to transform    c     Into a new Initial 

state    u(a ♦ A)    for the Interval     [a ♦ Atl].    According  to the 

principle of optlmallty,  an optima:, policy    u    over the interval 

[a,l]     with  Initial  state    c    must have  the property that   It  Is 

an optimal policy over the oublnterval     [a •♦•  4,1]    starting with 

Initial  state    u(a -f A).     Translated into a formula,  the 

principle of ortlmallty yields the equation 

f(a,c)  - max f((a ♦ A), u(a T £,)) 
u(a)-c   L 

-»■/a^  (q(x)u(x)2 - P(x)u'(x)2 - 2u(x)v(x))dx| 

We proceed formally, assuming that f(J;c) has continuous 

partial derivatives and that the maximizing u has a continuous 

derivative.  Then as  A —> 0, 

f(a + A, u(a ♦ A}) - f(a,c) ♦ ^(a,c) 

+ ^(a,c)u'(a)^ + oU). 

Consequently, as A.—> 0, we have 

- il(a,c) - max   ^(a,c)u'(a) -»• q(a)c2 

^a      u(a)-c ['L 

-  p(a)u,(a)2 - 2cvU) -»- o(l)| . 

The  quadratic 
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takes Its maximum value at 

u, - ?pTrr~ (a'c)- 

Hance we obtain the partial differential equation 

(1)      - £  (a,c) - -i_ (^(a,c))2 - 2cv(a) 4 c2q(a). 
5a       ^p(a)  <c 

4.     Variation  of  the  Oreen'3  Function 

Let     u    he   the   function  which  naxlnlzrr     J(u,v)     To;' 

given    a    and    c.     Py uslnr   (?.?)   ard   (2.->),   we   -an   find  an 

equation which  connects   r(a,c)     wit:,   tie  Green'3   function 

K(x,y,a).    We have 

(1) f(a,c)   -y51   fqu2 - pu'r -  ?uv),]v  - L^i  (u(l)r 
a 

- /;1   u(qu  +   (pu' ) '   - v)dx  -,/?1   uvdx  - u( 1 li ( Vu ' ( 1. 
a a 

4 u(a)n(a)u'(a)   - ^i   (u(l))2 

- /n  uvdx  +   n (Ou'la)   - 4^ ^(Dt^d)  + au • (1) I 
a 

./1   u0vdx  -   ^/n   0vax   4  c; (^u'(a)   4  • ?: (a)ß)'( .1 
ca a 

Vilng  the  fact   that     uc     satlnflcc   (P.l)   ana     0     satlr.flo:-   (2.0, 

we obtain Ly integration    y  partc 



/l (2(vdx -y''1   cJ'((pu')'   ♦ qu0)dx 
a a 

/l   u0((p^')'   *  q(8)i>,   +  0(l)p(l)u^(l) 
a 

- 0(a)p(a)uj(a) 

- p'(l)p(l)uc(l) 

+  c'(a)r(a)u0(a) 

Sin :e     un(:i)  « 0,     0(<'O   -   ",     'mJ     u    :;nd     0     r.atlsfy   tl.e   sane 

Komo^enoour  i oun.lary   'ondltlon  rit     1,     we   conclude  that 

(D ^'?1 0vix - - { (,0u'(,0 ♦ (00; (Du'd) - ^'(i)p(])uc(i)) 

- - t (a)u^(a). 

Thur ,   tl f   second  und   tr.lrd   teir, on   tl.e   iant   line  of   (l)   arc 

equal.      It   turnr.  out   to   'e   more    onvcnlent   to  uae  ti.c   Inte^i'al 

exT^rePSlon.     Wo  Kave 

(3) ^(i,)   m-0
/1'   urvd>       ^ •  ,''     0v1x   +  :rt(a)0'(a) 
a 6i 

-  -   /Jl/11K(xfy)v(x)v(y)dxdy - 2c /^vdx ^  c2p(a)0'(a). 
a    a a 

We  olaerve  that we   can  express    0     in   terms of a  partial 

derivative  of    K.     By   (2),   we  have 
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y;1   0(y)v(v)My « - :-(^uA(-N   •     ^(al/1   J^   (a ,y,a)v(,v)rl:/ 
a ca ' 

for all  contlnuo'j    function; 

W *{y)  - ~ p(a) ^ (i 

r. "L 

'   '   I     v ' «- Combining   tho exr.re^clon   fr •     r('1,^      -/.von  u, 

the  partial  differential  equation   ( ,.1N,   w-  o-tiln  upon 

equating  termr   Independent  of     c, 

Z1/'1 £   (..,,v.:Ov(>v.(v) .,_   _„.   ^>   0(X)V(;.)I^ 

^—-    '-    !l   0(>)0(.>v(^.. 

Now  If w?   "equate  coeffIclentn"   of     7(>)v(v)     w»    o; tain   t   ^ 

relation 

(5) —(x,y     )   - -i_ 0(x)p(.^   -  rd!   4(>-.,a)   ^(:,-. ,..\ 

Th.lo  fomal  equating;  or   •o»:^•,,.   l-n* ■       r, ■,1ct«<-^, .  ,.,t.    t:   t, 

use   of   the   symmetry   of   M^   "-''"r,'.■   f'.n   '^   :      r       ■:,    i T Mr.! ♦ 1 or 

such  as   continuity o:^ 

£|  (x,y.a)  - --   0(xV(.vx. 
5a p(a) 

We  shall   prove   tl lr   In   *:   , 

In   tlie   consideration   of   tt ••      «ran ; i "y   v ; .u-   • "O   lorr   ( f .'" ^ , 

W€  have  not   conpliered   the   . oun .   ry    'or-iHlonr     u('      -  r     or 
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u'll)   - 0.     Thf  condition    u(l)   =  0     ::orrennon'ls  formally   to 

a  -  0;     the   condition     u'll)   -  0    corros- ondn  formally   to 

a  -  OD   In  the  condition     u( 1)   ■♦- au' (1)   -  0.     If  in  the  varla- 

tlonal   ptoblpm of maximizing    J(u,v)     we   omit   tie  terr 

—L Üiud)'1 

and  add  the   constraint     u(l)   -  0    or     u'(l)   •  0,     respectively, 

the  development  proceeds  a?  i.efore,   except  all   terT.s  which 

Involve    a    vanls.*.     The   final   reoultf)   ov talned  are   the   same. 

'-: .     JuntlfIcatlon   of   Squatlng   Coeffloients 

Tie  forma]   procedure  used   In   the   derivation  of   (4.5)   -ail 

he   Justified  hy  the   fcllowlnß;   lemma. 

Le.mui.     I/ct     F(x ,y)     he ü continuous   function  on   the 

region     i   <  x   ''   1 ,     a   <-   y  <   1     an i   su; £03e   that     F(x,y)   -   F(y,x) 

i it n   Xi 

'J\.   ']   F(::,:.-)v(>')v(yVivdy n 

for  all   -ont: Inuou.    fun^ t lonr-     •/ ,     t.. .t'   fuii ■ l ion     F { x , y )   ■   0 . 

Proof.     . Ir  t,   we   s: ow  tlrt*     !•     v   r.l. heu  on   t  e   jlap;onal , 

I.e.,     ?("','']   =     .     To  do  t   Is,   «re  ta-i     •   sequence  of  continuous 

functions    v^     with,     t-     positiv,    ind   t.ndln^   to     0,     each   of 

which   vanishes   identlciliy  outside   t:..    Inter-val      l? ~ e ,    '"♦'*] 

and   Integrates   to     1     ov-.r   f.1 e  portion    if ~ t,   \   +  * 

Is   In   tie   interval      'a,:_.     F-issin.'   tc    i ■ (j   llr.it,   we   find   tha 

'tit • 
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To  prove   that    F(C,n)   "   ^    when     ^ ^  ^    we  use  functions 

v      with     t   <   'C — r\\/c    which   Integrate  to     1     over  the 

portion  of     [C - <;» C+ «0      in   the  Interval      ^»L     ari(5  a^^ 

Integrate   to     1    over  the   portion  nV     [r, - e , T^  -f e]     In     [?, "C 

but which   vanish  Identically   cutr4 le   these   two   Intervals. 

Letting     ^ -^ 0,    we  find 

P(;,T1) + p(n.s) > Fir,:) ♦ Fh.n) - o. 

Since F(C,C)  -  F(n.n)   "   0    and    FK,^)   -  F(n,>),     we  have 

F('.TI)   "  0. 

6.     Change  of Varieble 

In this section, we shall male a c!'.anc;e of variable wl 1 ', 

leads to a different exrresslon for 0(x) and henoe an alter- 

nate expression for the variation of t: e Green's function. We 

make  the  change of varlal le 

(l 4 a - x) 
u  ■ C-J L -f w 

(1  + a - a) 

so that     w(a)   - 0    and     w(l)   ■♦■ aw' (11   -  0    when     u    satisfies 

the boundary  conditions     u(a)   -   •,     u(I)   >  au'(1 )   - 0.     (This 

transformation  Is  valid  also   In   :ase    a -  C;     for  to  condition 

u,(l)*0.     I.e.,    a-ao,     we  se t     u  ■   :   -f w) . 

TV.en by  (2.6), 
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J(u,v)   -  J(w,v)   + 2c/1   I1  ^ Q ~ x|q(x)w(x)dx 
a       [I  + a — a.) 

■ A  f(>)W(x)   dx  _ ?c    Wl   v(x)    [i 
a       1   + a - a 'a [l  •♦• a - aj 

dx 

2  r(l)w(l) 

1   •♦- a - a 

O i 1 

c. 

+ a - 

[I  f a - a; 
q(x)dx .1 p(x) 

(1   -f a - a)4" 
dx 

ilL^ 
(1 + a - a) 

""ranr,forming  t:.e   se^oni   Integral   by   Integration   ly  parts,   wo 

o^ tain 

1 

(u ,v)   -   J W . V —  q (> ) -—>- 

- ^ 
i I 

J •   +  a  -  •;; -f  a -  a 
+  F(a,c,/) 

; 

:hei"e     F     ir-   Independent   ol     v.'     and     u.     ;?on  »■ 

r(a(c) 
u(- 

( ] 

. (K,V)   - l^.ix J w,v -   \ iq(x) 

- > 

(:■ ) 

v. .(a): ■r 
I 

i \  + a ~ a 
-J 

+   K(a(1  fv) 

^   ■   ivixl: Irliu-     w     1 ^   riven 

w   = y '      K ( x , y , ^ ) V v (y ) 

_> 

]   -f  a 
q(y) - 

t 'f .J- r 'y 
t 1   ♦   a   -  -i) 4- a — a -J 

; e n c o 



u  - Z1 K(x,y,a)v(y)dy  + 4  a 

a [1   -f a 

-/      K(x,y,a)i    ^1   q(y) ^i^—    dy 
a ^{l   + a - jij :   + a  - n 

Thus,   by  (2.4), 

^(x) y        K(x,y,a);! ^qly) ^   w/      i^y 
1  -f a -  a       a _i:   ■♦- a - a; 1  + a - a_ 

SubÄLtutlng this  expression  Into   (■♦.   ),   -.ve   rind  anoti.er  formula 

for  the  variation  of  the  Oreen'r   function, 

(!)      ZZllOu*}   , _JL_     ^ °- ^  -,/^   K(x>v.a)     L±^^J/q(, 
aa p{a)   11   + a - a       a _i2  -f u - a; 

1   +  a  -     i J     J 
r 

1   -f a — a      h j \   + a -~  ij 

{:') 

.   -f  a 
; 

TTie  cases    u(l)-C     anJ     u'(l)   °  ^     -.:•.-   -ar.l^      .nllo.i.     TVo 

remits are what  would  le  o'rtalneJ •'tM.".'    a  -  0    or 

letting    a —> oo     respectively. 

7.     Analytic  Continuation 

In order  to extend   the  foregoing  approach  to  the  general 

case,   we  shall  employ   the  method  of  analytic   continuation. 

Consider the  equation 
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(1) (pu-)'  + (E > q(x))u - ▼, 

u(a)  - o,    u(l) + au'(1) - 0, 

wh«m    i    is a positiv« quantity ohossn larg« «nough to that 

2 + ^C*) ^ d > 0    In    [a,l   . 

Furthamor«! w« know from th« Sturmlan oompariion theoraaa 

that    z    oan b« choatn larg« anuugh so that     A - I    It not a 

charactaristlo valua of tha Sturm-Llouvl 11« problem 

(2) (pu')'   +  Hi > q(x))u - 0, 

u(a) - 0,    u(l) -♦- au' (1) ° 0. 

It  follows that th« lnhOBog«n«ous equation 

(3) (pu' )• + (z + q(x))u - v, 

u(a)  - 0,    u(l)  +  au'U) - 0, 

will than have a unique solution. 

The Oreen'd fonction associated with this problem will be 

a function of    z.    If we oan show that this  function is a 

meronorphio  function of    z,     it will follow that  the relations 

originally obtained under the assumption that     z    is 

sufficiently  large will actually be valid for all    z    distinct 

from a set of poles. 

In particular,  the relations will be valid  for    z - 0, 

provided that     A - 1    is not a characteristic  value of the 

equation 
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(M) (pu' )•   + q(x)u - v, 

,a)   - c,     u(l) + au' (1)  « 0. 

Ckmemlly speaking,   the relations will be valid whenever they 

nake lenee. 

8.    Analytic Character of Qreena Punotion 

Although it  follows from well-known results  in the theory 

of linear differential equations  that  the Green's  function Is 

a neroaorphic  function of    z,     we  shall outline a proof here 

for the sake of completeness. 

To simplify the notation let us write    o(u)  » 0    for the 

boundary condition    u(l) * au  (1)  « 0.     Furthermore we 

observe that the following considerations also  cover the 

boundary condition    u (1)  =» 0,     so that we could also  take 

o(u)   - U'(l). 

To begin with,   the two solutions of 

(1) (pu' )'   +   (z  ♦  q(x))u  -   0, 

determined by the initial conditions 

(2) u1(a)  - 1,    u'(a) - 0, 

u2(a)  - 0,    u^(a) - 1, 

am entire functions of    z    for    x    in    (o,:.   .    Also  for 

fjlxcd    x,     their derivatives    u^    and    ul    are entire 

funotions of    z.     Hence,  in particular,     o(u2)     Is an entire 
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functlor. of z which do«» not vanish Identically. 

Concerning p(x) and q(x), *• ar« assuming, as before, 

that  p(x) 2 di > 0 in  l0'^ /  thAt lt has an Integrabls 

dsrlvativt, and that q(x) Is Integraols In  [a,l , and L* 
unlfortaly bounded. 

Tti« general solution of 

(3) (pu1)'   >  (2 > q(x))u « v 

can be written 

w u - c^Cx) c2u2(x) - /9X 

pCa)^ 
^1(x)u2(yH*1(y)^2(x) v(y)djr. 

Imposing the boundary conditions 

u(a)  c 0,     o(u)  »  0, 

we see that this particular solution has the form 

u - Z'1 K(x,y)v(y)dy 
t/ a 

where    K(x#y),     t)-^ deplred Oreen'e  function,   le given by 

K(x,y) 
i      rc(ui)u

2(y) - vi1(y)<y(u2) 

P(a) ■^T 
u2(x),     a < y < x, 

P(a) 

ö(u1)u2(x) - u1(x)o(u2) 

tttT u2(y),     a < x < y 

We see that for any    x    and    y    In      a,l|,     K(x,y)    and Its 

partial   lerlvatlves with respect to    x,y    and    a    are mere- 
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aorphlo funotiens of i. MBC , we obf«rvt that thin formula 

provides a pr»of for the lynaetry of the Oreen'e function, a 

property which we have uaed in the previous •eotlon». 

9«    Alternate Derivation of Bxpreseion for   ^(x) 

The explicit representation for   K(x#y)    given above 

shows that 

7x P(a) 

o(u1)u2(y) - u^yMu^ 

It follows then that   - p(d>y|(a,y,a)    la the solution of the 

two*point boundary value problem 

(pu1)'  + qu - 0,    u(a)  - 1,    ö(u) •= 0. 

Henoe we have 

^K, ¥(y) --P(a)^(a,y,a). 

Itie extension of the relation in (1)  is the keystone of 

the treatnent oi   Kiilor and Schiffer in    6| ,   and the analogue 

Of this relatior   for partial differential operators is 

essential  in thr   derivation of the liadamard varlational formula 

givsn in   [4]. 

10,    Variation vf Characteristic Value» and Characterlatic Functiona 

Consider the Sturm-Liouvllie problem 

(i) (pu1)'  + (q(x)  >  Ar<x))w - v(x)#     a < x < 1, 

u(a) - 0,    u(l) -4- au'(l) - 0. 
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This  problem i aa  d.  unique  solution,   vhen     X    la not a  charac- 

teristic  value,  which   Is  Given ,. y 

u(x)  ■=c/
0i   ^(x,y,X,a)v(yMy. 

T* e  function    p,     called   the  resolvent,   la  a rneromorphlc 

function  of    X    with   poles  at  the   jharacterlstic  values 

X- ,   X-,   X   ,   ...   .     If    ^..(x)     Is  the  characteristic  function 

associated with  the   characterlstlw   value     X, ,     then     R    has 

the  representation 

«  V(x)My) 
i?)    H*.y>\a) -   5 ^— 

x-xk 

TTf  r'rol len   (l)   Is  obtained  fror.   (2.1)  ly  replacing    q(x) 

ty     q(x)   -f   Ar(:v).     vror   (^.l' )  we  obtain   the  equation 

(,)    tl!±L'l^l . p(a) g («.y,X,a) 1^ (x.a.X.a). 

"hlr   equation   Is   valid  for all     X  f   X,      without  any assuxr.ptlons 

on    q(x)     and     r(x)     excert   continuity   as  has  ^een  shown  ly 

analytic   jont Inuatlon   In   \'.'. 

Combining  (2)  with   (3),  we  find 

,(>0\(y) A.     v'v(x) -^T- Mk(y) -T3— 

^- '^ ^ X   -   X, 

oo    > 

'l      (x - \)-  ^ 
V 

^oo    *li*)\{y)]{co   rk(x)V'(a)^ 
p(a)| 5   ^ ^ N 2   ~ "— 

<Kmi     x — x    ) vk"i       A - Ak ; 
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Lettlng  X -> X.  and equating 'oerflclents of  ( - X. )~c we 
»' > ■ 

find 

(4)    ^S. -  p(a)(V^(a))2. 

By equating  coefflcientc of     (X - X, )   '     wo  find 

3\M . „    ■■.{y)-'Ao) 
(5)    _|_.p(a)Vk(a)    I     ^_; 

We can also derive ex; repr*. onr 'or- the variation oC  t: 0 

sums 

00 ^.(x)^.(y) 
Sn^'y'a) -  2     n ^  '  (n " l'   Z'    '' •••)- n k-1    Xn 

Since 

1            1 X X2 

* - \    \ 
^ 

we have 

R(x,y,x,a) - - 2 'V^y.''Oxn- 
n-1 

Consequently, 

jJl (x,y,a) - - p(n) 5  2 -^ -J  

l<j<n 
l^r- <n 
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11.     Matrix Case 

Analogous result»  oan be obtained  for a Qreens  function 

aaeoclated with the  veotor-matrix ayttem 

^^ A(l(t>^x(t))  ^  ^^»(^  - *(*)'     ^ <  t < 1, 

x(a)  -  c,     x(l)   4  Bx(l)  -  0, 

where     P,   Q,    and    6    are    n  >> n    matrices and    x,  y,     and    c 

are  n-dlnenslonal  vectors.     *• shall assume  that     P,   Q,     and 

y    are  continuous on the closed Interval       a,i       and that 

P(t)    has an Inverse  for each    t.     Also we  shall  aosume  that 

P,   Q,     and    P(1)B    are  symmetric  matrices  so  that  the  system 

Is  self-adjoint, 

Por notation,  we denote  th«  tra. s; ose of a  matrix    A    by 

A*     and we use     (u,v)     to  denote the  Inner product of  two 

vectors    u    and    v. 

Associated with  this  boundary  value probier there  Is  the 

varlatlona3   problem of maximizing    J(x,y)    whert 

J(x,y)  - /;1  ((<ix,x) - (Px,x) - 2(y,x)vdt 
a       ^ J 

-  (P(1)BX(1),X(1)) 

subject to the condition that x(a) - c.  Let 

f(s,c)  max  J(x,y). 
x(a)-c 

As In the scalar case, a vector x(t) which yields the maxl- 
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miun must  b« a solution of the  boundary  value problem  (1). 

Proceeding aa In ^3 one  can use the principle of 

optlmallty  from dynamic  prograunmlng  to derive  the  partial 

differential equation 

(2) 
1,^-1,   xpf ;f -|§(a,c) = ^(p-A(a>^,^} - 2(c,y(a))  +  (Q(a)c,c) 

where  if    c,,Op,...,c      are  the  comi^onenta of    c     then 

£f 
50 

it 
*o2 

t 
• 

We wish  to use this partial   differential  equation  to 

study  the  Oreen'i  function  for the  ayatem (1).     The  Oreen a 

function is an    n > n    matrix    K(,w,3)     for which 

(3) Xn(t)   - /^  K(t,8)y(i)di 
U c/ a 

if a solution of (1) with xQ(a) " ü-  As before a aolutlon 

Of (1) with  x(a) M. c  can be written is  a eum 

x(t) . x0(t) + ^(t)c 

where ^(t)  is the n ^ n matrix function which la the 

aolutlon of 
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(M ^(Ht^t)]   .  Q(t)I(t)   .  0. 

^a)   =.   I,    ^(1,  + Bä<l)   .   0. 

Sliice    x(t)    1» th« maximizing vector for the  varlatlonal 

problem,  we obtain 

(3) f(a,c)  - -^1  (y(t).x(t))dt -  ( p(l )B(1 )x( 1 ),x(l}) 
a 

>  (P(a)x(a),x(a)) - (p(l)x(l),x(l)) 

■' -o01  (y(0,x (t))dt -Z1 (r(t).i(t)c)dt 
i a 

4   (r(a)x0(a),c)  ^   (P(a)5(a)clc). 

Alto 

^  1      l rr( *■   \     I/»-    \^   ^H♦       _ ^  i (-) 6,      (y(t).U:t)c)dt ./^ (x-(t)#^r(t)<J(t)c > Qic)dt 
a a 

.  (P(l)i0(l),i(l)c) - (P(a)x0(a),i(a)c) 

- (x0(l),P(l)Kl)c)  .   (x0(a),P(a)i(a)c) 

;- - (P(a)x0(a)#c) - (F(l)ax0(l)l}(l)c) 

>  (p(l)x0(l),Bf(l)c) 

- - (p(a)x0(a),o) 

because of the assumption that  l(l)b  is symmetric. 
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H«nce  by  (j)  and  (^), 

f(a,o) 
a      a 

(K(t,8)y(a),y(t))d5dt 

-  2^/?1   (y(t),5(t)c)dt   .   (F(aVf(a)c,c). 
a 

klLO  It   Is  poBBlbl«   to  exprosB    J    in  terms of  a partial 

derivative of    K.     3y   (o), 

Z71  (c,i»(»)y(8))dt  u - (cfP(a) /?1 4(t,3#a)|       y(5)d8) 
a a t=a 

for all   contiauoue  vector funotlone    y     and  all  ve:tor3     c 

Henoe, 

JKI (7) YiB) - - P(a>^(t,B,a) 
t-a 

Next, we combine the above exjresalon for  f(i,c)  with 

the partial diffeivntlal equation (2) a/.d equate the ter^na 

independent of c to obtain 

1 r.l   ,5Kitt a .a) / >  ,, , , ,t 
i/     (—Sa  zr(B)>y(Li)d8jt 

a  a 
/ 

- (P'^a)^"1 i*(t)y(t)dt,i/^
1 ^(t)y(t)dt}, 

a a 

or 

(8) (/V1  (7£(l"§'a) " ^(Or^a^CsjjyiBJ^tt) dBdt - 0. 
a  a 

Now we "equate ooeffloients" to conclude that 
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(9) ^(t,.,a)  - i<t)F-1(a)l.(.). 

This formal  argument  can be Justified  by the  fo,lowing  result 

corresponding to  *.he  lemna proved  In  b^. 

Lemma.     Lgt     M( t,s)     be a    continuous    n ^  n    matrix 

function for    a^Ä^J»     a^t^^     and suppose  that     M    has 

the  a/rune try property 

M^t.s)   -  M(ü,t). 

If 

f1 f1   (M(tls)y(s),y(t))dsdt  ^ 0 
a      a 

for all  continuous  vector functlüns    y,     then    M( s, t)  E- o. 

We omit  a proof of  this  lemma because one  can  be   con- 

strucled  In a way  quite  similar to  that  employed  In b^.     It 

is  al3^  rot  difficult  to   verify   that   th(   matrix   function  In 

(6)  haa  the   required  symmetry  property  tecause  the  system Is 

aeif-adjolnt. 

Jorablalng   ( ,')   .'tnd  (>)  MH obtain 

^K/,   .      v       *K ?K/ (10) ^('w,8,a)   -^(t,s,a) Ka^(t,a.d 
s-a t=a 

The  problem v*e  have   Just   treated  < oes  not   cor tain   as  a 

special  case  the  problem with  the  boundary  condition    x(l)  =  0. 

However,   or.ly  a  small  change   Is  required  to  handle  this 

problem by  the  sane  method.     In the  definition of    J(x,y)    one 
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oan omit  th«  t«nn   -   ( F(l )B(1 )x( 1 )lx( 1))    and for the maxl- 

alwitlon problem add  the constraint     x(l)  - 0.     The  remainder 

of  the argument  Is quite similar aid  the  final  result 

obtained,   equation  (10),   is  the  same. 

The approach by way of a  change of  variable as  In 66   can 

alto be followed In  the matrix case.     Set 

x(t)  -  (I  >   (1 - t)Bj(l  +   (1 - a)Brlc  + w(t). 

Itila  tr»ns format Ion has  the property   that  If    x(a)  ° c     then 

w(a) - 0;     and If    x(l) + Bx(l)  - 0,     then    w(l) + Bw(l)   - o. 

Her« we must  also make  the additional  assumption that  the 

inverse    (I -♦-  (1 — a)B)"'      exists.     Proceeding as  In ^L ,   we 

obtain the equation 

J(t)   «    |I   ^   (1 - t)B -   /71   K(t,s)[Q(ß)(l   ^   (1 -   8)D) 
a L 

-^(r(s))Bjds 
\ 

/ 

•   (I  Ml - alB)-1. 

^ K which allows  the derivation of another expression  for    — ^a 



12. Integral Bquat1cms 

Let us now indicate briefly how the aame formalism may be 

applied to integral equations. 

The equation 

(l) u(x) • v(x) + ~/' 1 k(x,y)u(y)dy 
a 

has the solution 

( 2 ) U ( X ) • V ( X ) + j' l IC ( X , y , ~ ) V ( y ) dy , 
a 

where K(x,y,~) is the Predholm resolvent. 

It k(x,y) is positive definite, we can consider (1) to 

be the Euler equation corresponding to the problem or m1nim1-

z1ns the quadratic functional 

(3) Q(u) • ~/ 1 j' 1 k(x,y)u(x)u(y)dxdy 
a a 

Regarding the minimum over u as a function or a and 

tunctiona or v, we can proceed very much aa above. A 

derivation or the variational equation tor Predholm resolvent 

is &iven 1n (2]. Continuing aa 1n q~, we can derive 

variational equations tor the characteristic values and 

t"\\nct!ona. 
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